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1 Introduction

In recent years, probabilistic programming has demonstrated remarkable effectiveness in a range
of application domains, including 3D perception and scene understanding [35, 90], probabilistic
robotics [16], automated data cleaning and analysis [41, 49], particle physics [5], time series structure
discovery [72, 74], test-time control of large language models [57, 58], and cognitive modeling
of theory of mind [3, 4, 15, 87-89]. All of these applications require sophisticated probabilistic
reasoning over complex, structured data and rely on probabilistic programming languages (PPLs)
with programmable inference (7, 8, 19, 51, 61, 79]—the ability to customize probabilistic inference
algorithms through proposals, kernels, and variational families—to improve the quality of posterior
approximation. But fully realizing the benefits that probabilistic programming can deliver often
requires substantial computational resources, as probabilistic inference scales by increasing the
number of likelihood evaluations, sequential Monte Carlo particles, or Markov chain Monte Carlo
chains.

We present GenJAX, a new language and compiler for vectorized programmable probabilis-
tic inference. GenJAX integrates the vectorizing map (vmap) operation from array programming
frameworks such as JAX [26] into the context of probabilistic programming with programmable
inference, enabling the compositional vectorization of features such as probabilistic program traces,
stochastic branching (for expressing mixture models), and programmable inference interfaces. This
vectorization enables the implementation of compute-intensive probabilistic programming and
probabilistic inference operations on modern GPUs, making it possible to deploy the substantial
computational resources that GPUs provide to accelerate large-scale probabilistic inference.

Design Considerations. GenJAX is designed around the interaction between vmap and several
probabilistic programming features that support the implementation of sophisticated models and
inference algorithms:

p

trace ~ P
[ {"a": f32[1, "b": f32[1} ]

vmap of simulate of

vmap of model

trace ~ vmap{P} p 1-p
[ {"a": f32[N], "b": f32[N1} ]

\

vmap in Modeling and Inference Vectorized Traces Stochastic Branching
Vectorization can apply to Traces are automatically Vectorization supports stochastic
models and inference interfaces structs-of-arrays branching on random values

Fig. 1. Computational patterns in vectorizable probabilistic programs. Left: Within models, vectorization can
be used to parallelize conditionally independent computations. Within inference, vectorization can be used to
simulate multiple particles in parallel. vmap should be applicable in both settings. Center: Traces are records
used to represent samples from probabilistic programs. Both vectorized models and vectorized inference
algorithms are designed to work with vectorized (struct-of-array) traces. Right: Probabilistic programs can
branch on random values, and vmap of probabilistic programs should preserve this capability.

e Compositional vectorization. Our target class of probabilistic programs features multiple
vectorizable computational patterns. Examples include computing likelihoods simultaneously on
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vmap
Generative model code Generative model code
GenJAX Features
inference inference Modeling & inference Performance
interfaces interfaces
Stochastic branching §2,4 Struct-of-array traces §2,4

Programmable SMC §5.2 GPU acceleration §4
———> . .
Inference code vmap Inference code Programmable MCMC §5.2  Efficient abstractions §4

Inference on vectorized models can be implemented
by vectorizing inference (Cor. 3.4).

Fig. 2. The design and implementation of GenJAX. Left: GenJAX extends vmap to apply to both generative
models and inference algorithms. Our system implements inference on a vectorized model by vectorizing
inference applied to the model, which is justified by Cor. 3.4. Right: Survey of features in our language and
compiler: usage of these features illustrated in §2 and §5.2, implementation discussed in §4.

many pieces of data (as part of modeling) and evolving collections of particles (sequential Monte
Carlo [20, 23, 30, 53]) or chains (Markov chain Monte Carlo [17, 29, 36, 38, 67, 81]) (as part of
inference). Our integration of vmap must therefore support vectorization of both modeling and
inference code (Fig. 1, left).

e Vectorization of probabilistic program traces. In many systems with programmable inference,
traces [8, 19, 50, 60] are a key datatype: structured record objects used to represent samples. They
are a data lingua franca for Monte Carlo and variational inference: traces allow the order of
random variables in proposals or variational guide programs to be decoupled from the order of
random variables in model programs [84]. Under vectorization by vmap, they support an efficient
vectorized representation (struct-of-array, not array-of-struct) [70] (Fig. 1, center).

e Vectorized stochastic branching. Probabilistic mixture models [21], regime-switching dy-
namics models [25, 47, 56, 64], and adaptive inference algorithms [12, 13] all require stochastic
branching using random values. GenJAX supports stochastic branching while maintaining vec-
torization (Fig. 1, right).

Fig. 2 presents an overview of our design and implementation.

Contributions. This paper makes the following contributions.

(1) GenJAX: high-performance compiler (§4). GenJAX is an open-source compiler that extends
JAX and vmap to support programmable probabilistic inference. Probabilistic programs in Gen-
JAX can be systematically transformed to take advantage of opportunities for vectorization
in both modeling and inference. Our compiler also eliminates the overhead present in many
libraries for programmable inference: we implement simulation and density interfaces using
lightweight effect handlers, and exploit JAX’s support for program tracing [80] to partially
evaluate inference logic away at compile time, leaving only optimized array operations. Our
design maintains full compatibility with JAX’s underlying ecosystem for automatic differen-
tiation (supporting algorithms like programmable variational inference [7, 9, 46, 48, 71]) and
CPU/GPU/TPU compilation.

(2) Formal model: interaction between vmap and programmable inference features (§3). We
develop a formal model characterizing how vmap interacts with probabilistic program traces and
programmable inference interfaces. We introduce Agen, a calculus for probabilistic programming
and programmable inference, on top of a core probabilistic array language for stochastic parallel
computations. We define vmap as a program transformation, prove its correctness, and show
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how it interacts with programmable inference interfaces to support vectorization of probabilistic
computations and traces.

(3) Empirical evaluation (§5). We evaluate our design and implementation through a series of
benchmarks and case studies:

e Performance comparison: We evaluate the performance characteristics of our design and
implementation. GenJAX achieves near-handcoded JAX performance, and can outperform
existing vectorized and high-performance PPLs and array programming frameworks (JAX [26],
PyTorch [68], Pyro [8], NumPyro [69], and Gen [19]).

¢ High-dimensional vectorized inference: We explore the performance vs. expressivity
tradeoffs of our design by studying high-dimensional inference problems, including approxi-
mate Game of Life [28] inversion (find the previous 512 x 512 board state which leads to the
observed state) and sequential 2D robot localization with simulated LIDAR measurements. In
both case studies, we use GenJAX to develop sophisticated vectorized inference algorithms,
including vectorized Gibbs sampling and sequential Monte Carlo with vectorized proposals.
Our final GenJAX programs exhibit high approximation accuracy, and run in milliseconds on
consumer-grade GPUs.

Our results demonstrate that vectorization and programmable inference abstractions can be unified
through principled language and compiler design. Our system enables practitioners to write
sophisticated probabilistic programs that compile to high-performance GPU code.

2 Overview

To introduce our language, consider the task of polynomial regression: given a dataset of pairs
(xi,y;) € R?, we wish to infer a polynomial relating x and y. In the following sections, we illustrate
how to solve this problem using generative functions and programmable inference in GenJAX.

2.1 Vectorizing Generative Functions with vmap

Fig. 3 depicts a generative model for quadratic regression. The ultimate goal is to, given a noisy
dataset (x;, yi)1<i<n, infer a quadratic function that plausibly governs the relationship between x
and y. Our model for this task is defined by composing generative functions, each defined as a @gen-
decorated Python function. The polynomial generative function describes a prior distribution on the
coefficients (a, b, ¢) of the underlying quadratic function. Fach coefficient is drawn from a standard
normal distribution. A key feature of GenJAX (shared by many languages with programmable
inference [8, 19, 32, 79, 86]) is that each random choice is assigned a string-valued name, using the
syntax dist @ "name". The polynomial generative function then returns the coefficients as a tuple.
Next, the point generative function models how an individual datapoint y is generated, based on
particular quadratic coefficients (a, b, ¢) and the corresponding input datapoint x. It computes the
quadratic function’s value at x, then adds a small amount of Gaussian noise. Finally, to model an
entire dataset of points, npoint_curve calls polynomial to generate coefficients, and maps the point
generative function over an input vector xs of x values, generating a vector of noisy points. This
is our first use of vmap (Fig. 3, L22): we use it to generate multiple y values in parallel, exploiting
the fact that the datapoints are generated conditionally independently of one another, given the
coeflicients (a, b, c). This is an instance of a general pattern that appears in many probabilistic
programs, and is one key place where vectorization can yield significant speed-ups: when parts of
the generative model itself can be parallelized.
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Generative functions Vectorization of generative functions using vmap
1 # Basic polynomial model 18 @gen
2 @gen 19 def npoint_curve(xs):
3 def polynomial(): 20 (a, b, ¢) = polynomial() @ "curve"
4 # @ denotes introduction of 21 # Vectorization for modeling: here, over data points
5 # random choices 22 ys = point.vmap(args_mapped=0)(xs, a, b, c) @ "ys"
6 a = normal(@, 1) @ "a" 23 return (a, b, c), ys
7 b = normal(o@, 1) @ "b" 24
8 c = normal(@, 1) @ "c¢" 25 # Vectorized sampling from the generative function
9 return (a, b, c) 26 # using the simulate interface.
10 27 xs = array([0.1, 0.3, 0.4, 0.6])
11 # Point model with noise 28 traces = vmap(simulate(npoint_curve), repeat=4)(xs)
12 @gen 29
13 def point(x, a, b, c): 30 # Vectorized evaluation of the pointwise density
14 y_mean = a + b * x + c * x *x 2 31 # using the assess interface.
15 y = normal(y_mean, ©0.2) @ "obs" 32 Xs = traces.get_args()
16 return y 33 densities, retvals = (
34 vmap(assess(npoint_curve), args_mapped=0)(
35 traces, xs
36 )
37 )

Fig. 3. Vectorization of generative functions. Left: Probabilistic programs encoding a prior over quadratic
functions, and a single-datapoint likelihood. Right: vmap can be used to parallelize the likelihood: the same
program that works for single points (L11-16) works for many points (L22) via vmap. Inference operations
(L27, L29-36) are also compatible with vmap.

Simulating a trace Structure-preserving vectorization of traces

log p = -4.70 log p = -5.32 log p = -2.77 log p = -1.52
Trace from vectorized model Vectorized trace from vectorized model £3203]
f32[] density | ]og p
density ? -
— 532
—-4.70 =277
£3200 fF320] 3203 32031 £32[3] 32[3] 152

Fig. 4. Vectorized traces. Top: Traces from a single simulate call (left) and vectorized vmap(simulate)
call (right) showing multiple sampled polynomial curves with varying parameters. Bottom: vmap induces
a transformation on the values in the trace, shown with shape annotations. Purple outline and shading
indicates random choices vectorized by vmap. The vmap operation preserves the structure of the trace, while
converting scalars to arrays, returning a trace in struct-of-array representation.

2.2 Vectorized Programmable Inference

Generative functions are compiled to implementations of the generative function interface (Fig. 8),
which includes methods like the following:
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e simulate: runs a generative function and yields an execution trace (trace, for short), a record of
all the named random choices encountered during execution (Fig. 4, bottom).

e assess: given a trace, computes the probability density function of the generative function’s
distribution at that trace (Fig. 4, log p).

A key idea in the design of many systems for programmable inference [7, 8, 19, 51] is that these
methods can be composed to implement inference algorithms. For example, likelihood weighting
involves simulating many possible traces from the prior, and assessing them under the likelihood.
Here, we find a second key use of vectorization: by vectorizing the compiled simulate and assess
methods, so that they can generate or assess many traces at once (Fig. 3, L28,34-36), we can scale
the number of samples (often called particles) in importance sampling and sequential Monte Carlo,
or the number of chains in MCMC, executing the samples or chains in parallel.

In the left pane of Fig. 5, we use the generative function interface methods to implement one-
particle importance sampling using the simulate and assess interfaces. Importance sampling
performs inference by "guessing” (sampling from a proposal distribution) and "checking" (scoring
a guess with an importance weight, a ratio of the likelihood of the guess under the model to that
under the proposal). The more guesses we can make, the better our posterior approximation. We
can use vmap to scale the number of guesses, automatically transforming the single-particle code
into a vectorized multi-particle version (Fig. 5, right pane).

With vmap, changing the number of particles in an inference algorithm like importance sampling
changes only the array dimensions. If the algorithm is executed in parallel on a GPU, this number
can be freely increased as long as the GPU has free memory. In the middle pane of Fig. 5, we
illustrate the scaling behavior of vectorized importance sampling: the time remains near constant
as we increase the number of particles, and the accuracy improves to convergence. This example
demonstrates a common pattern when scaling vectorized inference: we can scale the vectorization
to the capacity of the available GPU memory, with accuracy increasing as we use more memory. In
the bottom pane of Fig. 5, we illustrate the posterior approximations constructed with different
numbers of particles.

2.3 Improving Robustness Using Stochastic Branching

In real-world data, the assumptions of simple polynomial regression are often violated. Our
polynomial model assumes every data point follows the same noise model—but what if 10% of
our measurements follow a different distribution? The bottom left panel of Fig. 6 illustrates how
inference breaks down when the model’s assumptions are violated in this way. Importance sampling
produces a tight fit but does not capture the explanation that we intuitively expect for the data:
there is a clear quadratic trend obeyed by most of the datapoints, with a handful of outliers. The top
panels of Fig. 6 show how we can improve our model’s robustness by using stochastic branching,
which allows us to account for outlier observations through heterogeneous mixture modeling.
Instead of one noise model, we use stochastic branching to select between different models of the
observations. The selection is based upon a random variable that we may infer from data: each data
point gets a latent "outlier flag"—if true, the observation comes from a uniform distribution; if false,
it follows our noisy polynomial curve. If inference works effectively, we’d expect the explanations
of the data to identify the outliers and ignore them while inlier data informs the fit of our curve.

2.4 Improving Inference Accuracy Using Programmable Inference

Even when a model’s assumptions are sensible, inference can fail to find good explanations of a
given dataset. The middle panel of Fig. 6 shows the results of importance sampling applied to the
outlier model. Importance sampling identifies likely outliers, but has wide uncertainty over the
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1 # Single particle importance sampling. 10 # Vectorized over N particles.
2 def importance_sampling(ys, xs): 11 def vectorized_importance_sampling(ys, xs, N):
3 trace = simulate(default_proposal)(xs) 12 # vmap automatically batches over n copies
4 logp, _ = assess(npoint_curve)( 13 return vmap(
5 {"ys" : {"obs" : ys}}, 14 importance_sampling,
6 XS 15 repeat=N
7 ) 16 )(ys, xs)
8 W = logp - trace.get_score() 17
9 return (trace, w) 18 # Compute log marginal likelihood estimate.
19 def Imle(ws, N):
20 return logsumexp(ws) - log(N)

GPU OOM GPU OOM
2o | 01 //—0'" .
— 1 1
1 w 1
g 030 | 2 -3004 |
E gt =g-0-00> 0900y 0000000 04 ! 5 1
€ GPU i i
é 0.154 Underutilized i —600 i
102 108 10 105 106 102 108 10 105  10°
Number of Samples Number of Samples
N = 10! N = 102 N = 10°
= True curve
0.3 True noise
@ Data //
//
Y  o.0- _se®
—0.31
0.0 05 1.0
X

Fig. 5. Vectorized programmable inference. Top left: Single-particle importance sampling with a proposal
(default proposal here means the prior in the npoint_curve model, excluding the "obs" random variable)
implemented using generative function interface methods (simulate and assess). Top right: Using vmap, we
can automatically transform the single-particle version into a many-particle vectorized version. Middle: The
vectorized version runs in parallel on GPUs: the runtime is nearly constant as long as the GPU has memory to
spare. Increasing the number of particles increases accuracy. Bottom: Posterior approximations for different
numbers of particles N.

possible curves, and several curves do not seem to explain the data well. This is a kind of underfitting:
by adding new latent variables to our model, we have made inference more challenging, and the
“guess and check” approach of importance sampling runs into limitations, even with N = 10°
particles — the limit where our GPU memory begins to saturate.

The right panel of Fig. 6 illustrates the results of a custom hybrid algorithm, which combines
Gibbs sampling [29] and Hamiltonian Monte Carlo (HMC) [67]. The algorithm uses Gibbs sampling
to identify which points are outliers, and HMC to sample from the posterior distribution over
curves, given the inliers. As suggested by the figure, this algorithm generates much more accurate
posterior samples that explain the data well. Its implementation, which we discuss next, illustrates
a third opportunity for vectorization in programmable inference.

Vectorized Gibbs Sampling. In Fig. 7, we present the GenJAX implementation of the Gibbs sampling
step of our hybrid algorithm. Our implementation highlights several new generative function
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Robust modeling with stochastic branching

1 # Outlier-robust observation model 12 # Vectorized curve model with outliers
2 @gen 13 @gen
3 def point_with_outliers(x, a, b, c): 14 def npoint_curve_with_outliers(xs):
4 outlier_flag = bernoulli(@.1) @ "outlier" 15 (a, b, ¢) = polynomial() @ "curve"
5 y_mean = a + b * x + Cc* x ¥k 2 16 ys = point_with_outliers.vmap(
6 return cond(outlier_flag, 17 args_mapped=0,
7 lambda x: uniform(-2.0, 2.0), 18 )(xs, a, b, c) @ "ys"
8 lambda x: trunc_norm(x, 0.05, 2.0), 19 return ys
9 y_mean,
10 ) @ "obs"
Curve model Robust curve model with outliers
21 [(good inference, bad model)] [(bad inference, good model)] [(good inference, good model)]
@ [ ] [ J
° )
[} [ ]
Y o=
True noise
—24 = True curve = = Qutlier bounds
= |Importance Sampling = Importance Sampling — Gibbs/HMC
0.0 05 1.0 0.0 05 1.0 0.0 05 1.0
X X X
0.0 0.2 0.4 06 0.8 1.0

P(outlier)

Fig. 6. Robust modeling with stochastic branching. Stochastic branching allows us to extend our models to
explain more complex data, including data with outliers. Circle markers depict observed data points: the
shading of the marker denotes the estimated posterior probability that the point is an outlier. Bottom, left:
Using importance sampling to construct a posterior in our original model results in a poor explanation of
the data. Bottom, middle: Extending the model to explicitly represent outliers as random variables should
allow us to produce better explanations, but results in a harder inference problem which importance sampling
can’t effectively solve. Bottom, right: Changing inference to vectorized MCMC using Gibbs sampling (to infer
outliers) and Hamiltonian Monte Carlo (to infer continuous parameters) finds better explanations of the data,
i.e., more accurate posterior approximations.

interface methods (Fig. 8), including trace manipulation and getter methods. When we call the
getter trace.get_subtrace("ys"), we extract the portion of the trace underneath the address "ys".
The call to the update method passes a dictionary of constraints that specifies updates to the
"outlier" entries: update replays the program and splices those choices into the trace, returning a
modified trace together with the incremental weight induced by the change. In our outlier model,
we apply Gibbs sampling to update the vector of outlier choices "outlier" (which are Booleans),
keeping other random choices constant. As each outlier choice is conditionally independent from
the others, given all the non-outlier choices, the "outlier" updates can be vectorized. For each
element in the "outlier" vector, we enumerate the unnormalized posterior density (using the
generative function assess method) for the possible values for the outlier value, and then sample
a new value from a categorical distribution, with probabilities proportional to the computed
densities. Combining Gibbs sampling for discrete "outlier" choices with HMC for continuous
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Enumerative Gibbs update for single point Vectorized enumerative Gibbs
1 def gibbs_outlier(subtrace): 1# “trace” is a single trace object
2 def _assess(v): 2 # whose fields store batched values.
3 (x, a, b, ¢) = subtrace.args() 3 def enumerative_gibbs(trace):
4 chm = {"outlier": v, 4 xs = trace.get_args()
5 "obs": subtrace["obs"1} 5 # ‘subtrace" refers to the struct-of-arrays
6 log_prob, _ = assess(point_with_outliers)( | ¢ # view for the "ys" addresses.
7 chm, x, a, b, ¢ 7 subtrace = trace.get_subtrace("ys")
8 ) 8 new_outliers = vmap(gibbs_outlier)(subtrace)
9 return log_prob 9 # ‘update’ applies the generative function
10 10 # interface method that edits a trace.
11 log_probs = vmap(_assess)( 11 new_trace, weight, _ = update(
12 array([False, Truel) 12 trace,
13 ) 13 {"ys": {"outlier": new_outliers}},
14 return categorical(log_probs) == 1 14 )
15 return new_trace

Fig. 7. Vectorized enumerative Gibbs sampling for outlier detection. Left: Enumerative Gibbs update for a
single data point’s outlier indicator. For each possible value (inlier/outlier), we compute the log probability
under the model (proportional to the unnormalized posterior) and sample a new indicator using categorical
sampling. Right: Vectorized Gibbs sampling step that applies the single-point update across all data points
using vmap, then updates the trace with the new outlier indicators.

simulate: sampling assess: density evaluation
1 # Unconstrained sampling of a trace 4 # Evaluate log density at traced sample
2 tr = simulate(npoint_curve)(xs) 5 chm = get_choices(tr)

. . logp, retval = assess(npoint_curve)(chm, xs
generate: importance sampling ¢ toep v (npoi urve)( xs)

8 # Constrained sampling of a trace update: trace modification
9 partial_chm = {"ys": {"obs": data}} 13 # Modify a trace given constraints
10 tr_, weight = generate(npoint_curve)( 14 new_chm = {"curve": {"a": 1.0}}
11 partial_chm, xs 15 tr_, w, discard = update(npoint_curve)(
12 ) 16 tr, new_chm, xs
17 )

Fig. 8. Generative function interface methods. GenJAX’s generative functions provide several methods for
programmable inference - a way to extend the system with new variants of inference using high-level
interfaces. For authoring programmable algorithms which use proposal distributions (like sequential Monte
Carlo), the simulate method performs unconstrained sampling and reciprocal density evaluation. For density
evaluation, assess evaluates the log joint density of a generative function on traced samples. The generate
interface performs constrained sampling (using importance weighting), allowing construction of a trace with
observation constraints. The update method modifies a trace with provided choices, returning an updated
trace and an incremental importance weight, and is used by algorithms like Gibbs sampling or Hamiltonian
Monte Carlo to modify traces.

curve parameters, we designed an effective custom MCMC algorithm for inference in the outlier
model, capturing an accurate posterior over curves.

3 Formal Model

In this section, we give the syntax and semantics of a core calculus for traced probabilistic program-
ming with vectors, and formalize a program transformation that vectorizes probabilistic programs.
The formal model distills key ideas from our actual implementation in JAX, described in Section 4.
Figure 9 illustrates the link between implementation and core calculus.

Proc. ACM Program. Lang., Vol. 10, No. POPL, Article 87. Publication date: January 2026.



87:10 Becker, Huot, Matheos, Wang, Chung, Smith, Ritchie, Saurous, Lew, Rinard, Mansinghka

GenJAX Implementation

1 # Generative function definition
2 # with @gen decorator

3 @gen

4 def point(x, a, b, c):

5 y_mean = a + b * x + ¢ * x *x 2
6 y = normal(y_mean, 0.2) @ "obhs"
7 return y

8

9 @gen

10 def npoint(xs):

11 (a, b, ¢) = polynomial() @ "curve"
12 ys = point.vmap(

13 args_mapped=0,

14 )(xs, a, b, c) @ "ys"

15 return (a, b, c), (xs, ys)

17 # Core interface usage

18 # Sample a trace

19 tr = simulate(npoint, xs)

20

21 # Density evaluation

22 chm = get_choices(tr)

23 logp, retval = assess(npoint, chm, xs)

Syntax in Aggn

-- Generative function definition

-- with explicit types

point :: R— R® - G R

point x (a, b, ¢) = dog
-- shorthands: + for add, x for mul
y_m « pure (a + b x x + ¢ x x%)
y « trace "obs" (normal y_m 0.2)
returng y

npoint :: R[n] —» G R[n]
npoint xs = dog
(a, b, ¢) « trace "curve" polynomial
ys « trace "ys" (
vmap{A x . point x (a, b, ¢)} xs

)

returng ys

-- Core interface usage
-- Sample a trace
tr = simulate{npoint xs}

-- Density evaluation
chm, _, _ = tr
logp, retval = assess{npoint xs} chm

Fig. 9. GenJAX implementation vs. formal syntax. The GenJAX implementation (left) provides probabilistic
programming abstractions in Python with the @gen decorator and the @ operator for addressing. The formal
model (right) uses Haskell-like notation to emphasize mathematical structure: generative functions as monadic
computations with type G 7, the trace construct for recording random choices with addresses, and vmap{-},
simulate{-} and assess{-} as program transformations.

3.1 Syntax of AGeN

AGeN is a simply-typed lambda calculus which extends a standard array programming calculus in
two main ways:

(1) a probability monad P for stochastic computations; and
(2) a graded monad G of generative functions, or traced probabilistic programs.

Generative functions can be automatically compiled to the density functions and stochastic
traced simulation procedures necessary for inference (Section 3.3).

Types. The types of Agen are given at the top of Figure 10, and comprise:

o Ground types. We define representative base types: booleans B, real numbers R and positive real
numbers R.o. A batched type T is a base type B or a tensor type T[n]. A tensor type T[n] is an
n-fold product of a type T, representing an n-dimensional array of elements of type T. The ground
types 5 consist of batched types T, product types ; X 12, the unit type 1, and string-indexed
record types {kj : 1, ..., kn : nn}, where all keys k; are distinct. The type of empty record is also
noted 1.

o Density-carrying distributions. The type D n represents density-carrying distributions over the
ground type 1. We assume that for each primitive distribution d : 1 — D 13, we have an
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Base types B:=B | R | R.¢ Ground types =1 |T | ny Xn2 | {k1 : 1, kn = jn}
Batched types T ::= B | T[n] Typestu=n|n > n|nxn|[Dn|Pn|G,
Grading y == {ky : n1,.... kn : qn} Monadic m ==t | x « t;m

Termst==() | c|p| x| (ts,t2) | mit Constants ¢ :=a (€ T)
| t[k] | {k1:tr, ... kn:tu} Primitives p ::= Scalar | Vectorized | Array | Distribution
| t1t | Ax.t | letx =t in ¢, Scalar ::= cos | sin | exp | add | mul
| select(ty, t, t3) | trace(s, t) Vectorized ::= dot | svd | sum
| returng ¢ | returnp ¢ Array ::=fold | scan | reduce

| dog{m} | dop{m} | sample t Distribution ::= uniform | normal | bernoulli

T'rt:Py T,x:pt+dop{m}:Pp’ T'rt:Dy Tre:f{ki:in,...kn:innt k=k
T+ dop{x <« t;m}:Pn’ I'+samplet:Pp T+ tlk] :n;

Trty:inp ... Trtyimy Trt:ng F'rt;:B° Trty:T° Tritz:T*
Tr{kicty, . kn:itnt:idkiin,....kn:nn} Trreturnpt:Pp T + select(ty, tr, t3) : T°
l"l—tlle[n] I'tty: T »T, -1, Ttri3: T l"kt:Pn l"i—t:GYry

T+ fold(ty, tp,t3) : Tp I'+dop{t}:Pn T rdog{t}:Gyn
Fl—tlle[n] I'tty: T »T, -1, Ttriz: 1 k € Str Tl—t:Gyr] k € Str FFtIDI]

T+ scan(ty, t2, t3) : (Tz[n] X T3) I+ trace(k,t) : Gxmyy n T +trace(k,t) : Gy 7

Tri:p Trt:Gyn Tx:prdog{m}:Gyn' keys(y) Nkeys(y’) =0
T Freturng t: Gy 1 Tk dog{x < t;m} : Gy 4y 1

Fig. 10. Syntax and typing rules of Agen

additional density primitive d.density : n; — 1, — R that computes the associated probability
density (or mass) function with respect to the stock measure on 7.

o Stochastic computations. The type P n is used to track computations that use probabilistic sampling.
We use a Haskell-like do notation. dop{x « t; m} sequences probabilistic computations, where x
is bound to the result of ¢ in the continuation m. returnp ¢t embeds a deterministic computation
t as a probabilistic one, enabling deterministic logic within probabilistic computation. sample ¢
samples from a given primitive distribution.

o Traced generative functions. The types G, 1 represent traced generative functions. Here, y is
a grading tracking the type of the generative function’s trace [50]. The grading is a record
type {k1 : 1, ...,k : 1}, where the keys k; track the names supplied to trace(, -) calls in the
probabilistic program, and the corresponding ; is the type of data traced by each call. Note that
when a generative function traces a call to another generative function, the corresponding z;
will itself be a string-keyed record, leading to the sorts of hierarchical traces depicted in Fig. 4.
We equip the grading with a monoid structure + for concatenation. It merges two records in
an obvious way. The unit of the monoid is the empty record {} of type 1. This turns G, 5 into
a graded monad, where sequencing two generative function programs via dog{} concatenates
their trace types. Note that we restrict the return type 7 of a generative function to be ground.

o Functions. We also have standard function types r; — 7.

IThese stock measures are defined in the standard way, by induction on 17,. At continuous base types (e.g. R), we choose
the Lebesgue measure, and at discrete base types (e.g. B), the counting measure. Products of base types, including product
types, record types, and tensor types, have as stock measures the products of the stock measures of their constituent types.
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Tensor Shape Notation. A tuple (si, ..., sg) of natural numbers is called a tensor shape. For any
batched type T, we write T* as shorthand for T[si] ... [s1].
A shape t has prefix shape s if s :== (s1,...,sg) and ¢ := (s1,. .., Sk, b1, - - -, Im). Shape concatenation:

if 51 := (s%, .. .,sllc) and sy := (s%, .. .,st.), then s; + sy := (s}, o..,s) sf, .. .,s?). Shape subtraction:

given shapes s, t where t has prefix shape s, we write t — s for the uni]zlue shape s; such that s+s;, = 1.
For shape s = (sy,...,sk), we write i € stomean i € {(i1,...,ix) | Vj,1 <i; < s;}. We also use
this syntactic notation for sets and functions. Given set X and shape s = (s, .. ., s¢), we write X*
for X*1**%_ Note that (X7)* = X**9. For x € X*® and i € s, we write x[i] for the i-th projection
of x. For x € X" where t has prefix shape s and i € s, we extend x[i] to denote an element of
X!, For function f : X — Y and shape s, we write f; : X° — Y* for pointwise application:
(fs(x)[i] = f(x[i]). This extends to multi-argument functions: f; : X7 X ... X X — Y X ... X Y.

Terms. The terms of Agpn and their typing rules are given in the middle and bottom parts of
Figure 10. Terms include:

e String-indexed record literals {ky : t1,...,ky : t,}, which create a record with keys ki, ..., k, and
associated values computed by the terms 1, . . ., t,. If t is of record type, t[k] retrieves the value
associated with key k.

e Constants. Constants ¢ include base values a € B for every base type B and for every tensor type
T. A value of type B[sk]...[s1] is a k-dimensional array of type B. The tuple s := (sq,...,s¢) is
called the tensor shape of the tensor.

e Scalar Primitives. Scalar primitives include elementwise operations such as cos, exp, and mul.

o Vectorized Primitives. Vectorized primitives include operations that operate across tensor dimen-
sions, such as the dot product (doty : T — T — R, where T has base type R), singular value
decomposition (svdy ., : R[m][n] — R[m][n] x R[m][n] X R[m][n]), and summation (sumr :
T — R, where T has base type R).

e Array Primitives. Array primitives include operations that operate on arrays, such as fold, scan,
and reduce. fold repeats a binary function over an array, scan further returns the intermediate
results, and reduce is a parallel version of fold that assumes the operation to be associative.

e Batched primitives. We assume that every primitive (scalar, vectorized, array, and distribution)
p can be subscripted with a tensor shape s to obtain ps, representing a batched version of
the primitive that is applied element-wise. For instance, for the scalar primitive cos we have
coss : R® — R®. Given a vectorized primitive such as dotg[,], dotg[,)s : R[n]° X R[n]® — R®
(for tensor shapes s) represents a batched version of the primitive dotg[,).

o Distribution primitives. The language provides built-in distribution constructors: uniform : D R
is the uniform distribution over (0, 1), normal : R X R,y — D R is the normal distribution
with mean and variance parameters, and bernoulli : R — D B is the Bernoulli distribution
with a probability parameter. Batched versions of distribution primitives generate tensors of
independent samples. For instance, for a distribution constructor such as uniform, we have
uniform; : D R® returning independent samples from the uniform distribution on (0,1) in a
tensor of shape s.

o Traced programs. Traced programs are written in a monadic style similar to dop{}. The key
change is that all sampled variables must be named, and are accumulated into a trace. We
write Str for the set of strings. Primitive distributions ¢ : D 7 can be sampled using the syntax
trace(k,t) : G{rp) 7; the resulting program returns the sampled value and records it in the
trace with name k € Str. Compound generative functions ¢ : G, 1 can also be arguments to trace:
in this case trace(k, t) has type G} 1. Note that in the trace type, the entire trace type y
of t has been nested under the name k. Deterministic computations can be embedded into G
with the syntax returng t : Gy} 7; the resulting programs have empty traces. dog{x « t;m}

Proc. ACM Program. Lang., Vol. 10, No. POPL, Article 87. Publication date: January 2026.



Probabilistic Programming with Vectorized Programmable Inference 87:13

Types
[B] =B 71 % n2] = [[m] x [7:] _
[RI =R KCRUTSSCRTS) [ Y IR O I o R L
T =[T]" 1 — = 1l <
SR “teml [6, 11 =PIyl x Iy Inl)
Terms
[0l =0 [t £211(y) = [t (210
[ps1(y) ps [, 221 () = ([t 1), [0 (r)
[x: 7] (y) = y(x) [returng t] (y) = (601, A0-[t1 ()
[al () =a [trace(k.t: Gy D] (y) = [t](y)
[t[k]T(y) = ([tly)e  [trace(k,t :D)[(y) = ([t](y), Ax.x)
[7:t](y) = ([t [Ax : z.t] (y) = Ax: [].[](y)
[dop{t}(y) = [tl(y) [let x = t; in £, ] (y) = [Ll(yx = [u]lW]D
[returnp t](y) = ) [select(ty, 22, £3)] () = select([t:] (), [t (). [£:] ()

[sample t](y) = [t](y) [{ki:tr,ekm () = (L] ] (1)
[dog{t}(y) = [t1(y) [dop{x « t;m}(y,A) = [[t](y.dw)[m](y[x > u], A)

[dog{x « t;m}]i(y.A) = [[t]i(y.du) [[doc{m}](y[x = [t]2(y) ()], d0)Suss(A)
|[d0G{x —t; m}]]Z(Y) = Atr'[[doG{m}]]Z(Y[x = [[t]]Z(Y)(”grade(t)(tr))])(ﬂgmde(doc,{m})(tr))

Fig. 11. Denotational semantics of Agen

can be used for sequencing, but the top-level names used in ¢t and m must be disjoint. Using the
trace(k, t) construct to nest a call to a generative function under a new label k is one way to
ensure disjointness even when the same subprogram is invoked multiple times.

o Other terms. We also have the standard terms of the A-calculus, e.g. the unit value (), variables x,
abstractions Ax.t, applications ¢ t, tuples (1, t,), projections 7;t. We write select(ty, t,, t3) for
the conditional selection of elements from a tensor. The three subterms must have batched types
of the same shape, and the returned value at index i is t,[i] if #; [i] is true, t53[i] otherwise.

3.2 Denotational Semantics

Figure 11 gives a denotational semantics for Agen using quasi-Borel spaces (QBS) [39], a standard
mathematical framework for higher-order probabilistic programming. See the supplementary
material for the definition of QBS. We assign to each type 7 a space [[7]] and to each term T + ¢ : 7 a
map [t] : [Teer[T(x)] — [z]] from the interpretation of the environment to the interpretation of
its return type. We use [X, Y] to denote the quasi-Borel function space, X X Y for the product, 1 for
a singleton QBS, and denote by P the probability monad on QBS (see, e.g., Heunen et al. [39]). We
also use ® for the product measure, and J, for the Dirac measure at x. Base types are interpreted as
their usual sets equipped with the Borel-sigma algebra (random elements are measurable functions).
All our ground types are interpreted as standard Borel spaces, and we denote by P«[[1] the space
of probability measures on the standard Borel space [] that are absolutely continuous w.r.t. the
stock measure for type 7. A generative function of type G, 7 is interpreted as a pair of a measure
on y that is absolutely continuous w.r.t. the stock measure on [[y], and a return value function
[¥] = [7]] which computes the program’s return value given a trace, i.e. given values for all the
random choices in the program. If [¢]| denotes a tuple, such as when ¢ : G, n, we write [[]; for
its k-th component. For a trace tr € [y + y’], we write 7, (tr) and 7,/ (tr) the projections to [y],
[y'] respectively. For a term ¢ of type G, 1, we write grade(t) to extract the grade y.
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Programmable inference transformations on types

simulate{D 5} =P (yxR) assess{Dn} =n—-oR
simulate{G, n} =P (yxnxR) assess{G,n} =y—nxR
Transformations act homomorphically on product and function types and leave ground types unchanged
(e.g. assess{r; — 1,} = assess{r;} — assess{r2}).

On terms
simulate{bernoulli} = Ap.dop{b < sample (bernoulli p); returnp (b, select(b,p,1 - p))}
simulate{returng ¢} = returnp ({}, simulate{t}, 1)
simulate{trace(k,t : D)} =dop{(x,r) « simulate{t};returnp ({k : x},x,r)}
simulate{trace(k,t : Gy )} =dop{(u,x,r) < simulate{t};returnp ({k : u},x,r)}
simulate{dog{x <« t;m}} = dop{(u,x,w) « simulate{t}; (v',y, w') < simulate{dog{m}};
returnp (u +u',y,w-w')}
assess{bernoulli} = Ap.Ab.select(b, p,1 - p)
assess{returng t} = Au.(assess{t}, 1)
assess{trace(k,t: D n)} = Au.(ulk], assess{t}(u[k]))
assess{trace(k,t: G, n)} = Au.assess{t}(u[k])
assess{dog{x « t;m}} = Au.let (x,w) = assess{t}(/grade(s) (1)) in

let (y, w’) = assess{doG{m}}(ﬂgmde(doG{m}) (u)) in(y,w-w’)
Transformations act analogously to bernoulli on other primitive distributions, and homomorphically on

terms introducing or eliminating products and functions (e.g., assess{ (1, z)} = (assess{t;}, assess{tz})).

Fig. 12. Definitions of the simulate{-} and assess{-} transformations, on types and terms.

3.3 Programmable Inference

Generative functions support methods simulate{—} and assess{—}, which are implemented as
source-to-source program transformations. We present the transformations, which are standard [50,
54], in Figure 12. At a high level, simulate{—} allows us to run the program and simulate traces. It
returns a trace of the program, a return value, and the joint density at that sampled trace. assess{—}
returns the density of a given trace. It does so by running the program, but with each primitive
sampling statement replaced by code that looks up the pre-determined outcome in the given trace,
and multiplies the density of the primitive distribution into a running total. The key correctness
property of simulate{—} and assess{—} is given in Proposition 3.1, which can be proved using a
standard logical relations argument analogous to the ones given in, e.g., [7, 51, 54]. We denote by
f+pt the pushforward distribution of y by f.

PROPOSITION 3.1. Lett+ t : G, n be a closed term of generative function type, with denotation
(1, f) = [[t]]- Further, let v be the stock measure associated with the record type y. Then:

o [simulate{t}] = (id, f, %)*,u (i.e., simulate{t} faithfully generates a trace u from p, and

returns (u, f (u), w), where w is the density of u at u); and

o [assess{t}] = {f, %) (i.e, assess{t} faithfully computes the return value function and the
density of u at a given trace).

3.4 Vectorization Program Transform

We introduce vmap, {—} as a program transform for vectorization. vmap,,{—} takes an integer n
and a term ¢ of type 7 and returns a vectorized version of type 7[n], defined inductively as follows:
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Types and contexts

vmap,{r} =7[n] vmap,{x;:7,....x: 7%} =x1:7[n],..., xx = [n]

Terms

vmap,{()} =() vmap,{a:T} =a":T[n] vmap,{ps} =pm)+s
vmap, {-} acts homomorphically on other terms (e.g., vimap,,{t; t,} = vmap,{t;} vmap, {t,}

Fig. 13. Inductive definition of vmap, {-}, a vectorization transformation, on types and terms.

R, = {((x,...,x),x) | x € [[1]}

Rp = {((x1, ..., xn), %) | xi € [B], x=(x1,...,x0)}

Rr = {((xty s xn), %) | x5 € [T, x = Gty e v xn)}

Re xz, ={((xnv1), o (Xn yn)), (21, 22)) | (%1, ..., Xn),21) € Ry, (Y1, -, Yn), 22) € Ry, }
Reor, = A{((fis s ), @) | Y(Gen o xn),y) € Ry ((fi(x1)s - fa(xn)). g) € Ry, }
Rikympkmenmy = {01 x0), y) | Vi €{1,...,m}, ((jx1, ... 5xn), 7jy) € Ry, }

Rp, = (oo ptn) ) | = Ry (R i)}

Rp = (s ptn) ) | = Ry (R 1)}

Rg, 4 = {1 f1)s oo (s fu))s (Vi @) | (s -+ s pn)s v) € Rp g, ((f1 -5 fn), 9) € Ry}

Fig. 14. Logical relations for establishing the correctness of vmap.

(D n)[n] :==D n[n] (11 = ) [n] ==11[n] — ro[n]
(Gy n)[n] == Gy nlnl (1 X ©2) [n] == 11[n] X 72[n]
(P n)[n] =P n[n] 1[n] ==
{k1:n1, .- kn s qutn] s={ky : m[nl, ... kn - nun]} (T)[n] ==T|[n]

On primitives, vmap, {—} will simply extend the batching shape s of the primitive to (n) + s.
For instance, vmap, {add;} : R+ — R+ — ROV will be the elementwise addition of
two tensors of shape (n) + s. vinap,{—} performs an automatic "array of struct” to "struct of
array” conversion, and extends homomorphically to all the constructs of the language. We present
vmap, {—} as a program transformation in Figure 13. If a is a tensor literal of shape s, we denote
by a" the tensor literal of shape (n) + s that consists of n copies of a.

To prove the correctness of vimap, {}, we use a proof by logical relations. In Fig. 14, we define
relations R, C [z]]* X [z[n]] for all types 7, which intuitively encode the requirement for a value
of type 7[n] to be a correct vectorization of n distinct values of type 7. We denote by R, _u the
pushforward of the distribution y by the functional relation R,.* This relies on the fact, which
can be established via a simple inductive argument, that for ground types 7 our logical relations
are functional. Having defined these logical relations, we establish the fundamental lemma by
induction on the structure of the program.

PROPOSITION 3.2 (FUNDAMENTAL LEMMA FOR VMAP,{-}). Letn € Nandx; : 7,...,Xm : T b £ : T.
If((vjl., .. .,v;.l),wj) € Rijoreachl <j<myandify' = (x1 > 0}, ..., Xy > 0,,) foreach1 <i <n,
andy’ := (x1 > Wi, ..., Xy, > Wy,), then

(LD, - el ™), [vmap, {31 (v)) € R,

The correctness of vinap, {—} is obtained as a corollary of the fundamental lemma.

2Recall that a relation is functional if it specifies a function, i.e., for every x there is exactly one y such that (x, y) € R.
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THEOREM 3.3 (CORRECTNESS OF VMAP,{—}). If+t : T — t is a closed program of function type,
then for allv of type T[n]:

o 7 =n:[vmap,{t}](v) = zipn([[t]] (o[1]), ..., [t (v[n])), i.e. vmap,{—} correctly vectorizes
deterministic functions.

e 7 = Pp:[[vmap,{t}](v) = zipq*(®?:1[[t]] (v[i])), i.e. vmap,{—} produces vectors of inde-
pendent samples when applied to stochastic functions.

et = G, n: [vmap,{t}](v) = (zip, (R[] (olil)), Ar-zip, ([¢]2(o[1]) (unzip, (M) [1]),
. [[t]]z(v[n])(unzipy(r) [n])) i.e. the trace distributions and return value maps of generative
functions vectorized by vmap,{—} are vectorizations of the original generative functions’ trace
distributions and return value maps.

Here, zip, : [n]|" — [n[nl] is the bijection between n-fold products of values in [[n] and their
(struct-of-array) vectorized representations [[[n]], with inverse unzip, : [n[n]] — [n]".

As an additional consequence of the fundamental lemma, we also get the following important
commutativity relations, which we exploit in our implementation (Section 4.2):

COROLLARY 3.4. Lett+ t : Gy, 1 be a term of generative function type. Then:

o [simulate{vmap, {t}}] = (id, id,v — [];v[i]).[ vmap,{simulate{t}}]: a correct imple-
mentation of simulate{vmap,{t}} can be obtained by applying vmap, {-} to simulate{t}
and collapsing the returned vector of densities to a single density via multiplication.

o [assess{vmap,{t}}]| = let a,b = [[vmap, {assess{t}}] in (a, [1;b[i]): a correct imple-
mentation of assess{vmap, {t}} can be obtained by applying vmap, {—} to assess{t} and
collapsing the returned vector of densities to a single density via multiplication.

See the supplementary material for proofs.

3.5 Stochastic Branching

We can extend our formal model with support for stochastic branching, allowing us to account for
vectorization of mixture models (including, e.g., the program in Fig. 6). To start, we add a construct
for stochastic branching with homogeneous gradings, cond(#1, t3, t3, t4):

Frt:B° rta:im =Gy ki3 = Gyny Tktyins]
Tk COIld(tl, to, t3, t4) : Gy[s] N2 [S] '

The expression cond(t, to, t3, t4), where t; has type B®, denotes the generative function that
runs s-many independent executions of either t; or t3, as selected by the provided Booleans in
t;, with arguments provided by #,. Its trace distribution contains all s-many traces from these
executions, and its return value function computes the s-many return values they yielded. We
denote by vmap,, . ) the composition of program transformations vmap,, o...o vmap, and
by product : R[n] — R a new primitive construct which multiplies all its arguments. Now, we
extend our program transformations to handle cond as follows. First, we define a useful lifting of
select to operate component-wise on traces:

select(i,.p, kgt (b1, 1) =
{ky : selecty, (b, ulki],u'[ki1]), ..., km : select,, (b, ulkp],u'[kn])},
selectys (b, x,y) = select(b, x, y),

with analogous clauses for products.
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simulate{cond(t, s, t3, t4) } = dop{ assess{cond(ty,ty, t3,t4)} = Au.

(uz, vz, W) « vmap_ {simulate{t,}}(ts); let (v, wp) = vmap {assess{t;}}(ts)(u) in

(us, vs3, w3) «— vmap {simulate{ts}}(#); let (vs, ws) = vmap {assess{ts}}(ts)(u) in

let uge = select, (5 (t1, up, u3); (select(t1,v2,v3), product(select(t;, wa, w3)))

let 5. = select,, (5] (t1,02,v3); vmap, {cond(ty, tz, 13, t4)} =

let wge) = select(t1, wy, w3); cond(vmap, {t:}, t, t3, vimap, {t4})

returnp (usels Usel, prOdUCt(Wsel))}

Note that the use of vmap, within the simulate{} and assess{} transformations is sound because
vmap, is only applied to closed terms. Our correctness results extend to this enriched language.

All examples in the paper use the homogeneous form above. In §4, we discuss how our imple-
mentation pads traces with sentinel values to support heterogeneous gradings. The supplementary
material further extends our model to include generative primitives that internally use statically
bounded loops via the scan function.

4 Implementation

GenJAX

N

Probabilistic Automation

Generative functions
and inference programs
@gen-decorated Python programs
Generative function interface

program

tracing

Vectorization Automation

Probabilistic JAX
array programs
vmap and seed
program transformations

seed with JAX
—

XLA

Parallel Hardware

PRNG

Shallow embedding in Python Probabilistic extension to JAX )

Fig. 15. GenJAX: compiler for vectorized programmable inference. Our compiler architecture extends support
for JAX’s vmap transformation to generative functions. Users express generative functions as @gen-decorated
functions in Python. To support vmap, inference interfaces are transformed by GenJAX via program tracing
into an intermediate representation that extends JAX with probabilistic sampling primitives. To lower and
execute code, sampling primitives are eliminated by a seed transform, which allows GenJAX code to be
executed by XLA on GPUs.

In this section, we present the key ideas behind the actual implementation of GenJAX atop JAX.
An overview of our implementation is illustrated in Fig. 15. To expose an embedded Python DSL
for our compiler, our implementation makes use of lightweight effect handlers 8, 69] to implement
class methods corresponding to the program transformations presented in §3.1. When combined
with JAX’s support for program tracing (which performs partial evaluation on these lightweight
effect handlers, thereby evaluating them away), this implementation strategy allows us to concisely
embed our probabilistic interfaces and retain JAX compatibility.

4.1
GenJAX is implemented in Python, atop the JAX library for array programming [26].

Probabilistic Programming with Programmable Inference
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Generative Functions. Generative functions are expressed by users as Python functions decorated
with @gen. The bodies of generative functions may invoke deterministic JAX primitives for numerics
and array programming, and draw string-named samples from primitive probability distributions
exposed by our library (e.g. x = normal(@, 1) @ "x"). The @gen decorator wraps the user’s program
into a GenerativeFunction object, with methods corresponding to the methods of the generative
function interface (simulate, assess, and others as described in Fig. 8).

Generative Function Interface Methods and Lightweight Effect Handling. When invoked, these
methods use lightweight effect handling to intercept samples from primitive distributions and calls
to other generative functions. Each method of the generative function interface defines its own
effect handler class, and a fresh instance is pushed onto a global stack of active handlers when
the method is invoked. The user’s probabilistic program is then run. When a tracing expression
is encountered (e.g., an expression of the form normal(e,1) @ "x"), control is transferred to the
topmost handler on the stack. For example, when tracing an invocation of a primitive distribution,
the handler object for simulate draws a sample from the specified distribution and records its
value in a running trace (mirroring the definition in §3 of the behavior of simulate on the trace
construct). Note that this strategy does not require delimited continuations or other heavy runtime
features of full effect-handling systems.

Nonetheless, dynamic effect handling—and the use of Python data structures such as mutable
dictionaries to accumulate traces—incurs some overhead. To eliminate this overhead, we rely on
JAX’s support for partial evaluation [27, 45, 62]. Given a generative function object, we run each
method (assess, simulate, etc.) with symbolic inputs, and all computation is staged into a Jaxpr, a
first-order array program in SSA form (see Fig. 16, right pane). At this point, all Python constructs,
including those used to dispatch to effect handlers, have been partially evaluated away, leaving
only JAX primitives. We extend JAX’s built-in Jaxpr type to support two new primitive operations,
sample_p for sampling a primitive distribution, and log_dens_p for evaluating the density of a
primitive distribution.®

Traces. Traces are Python objects akin to dictionaries, which Jaxprs cannot directly manipulate.
We use a JAX feature that allows us to register our Trace class as a Pytree, JAX’s name for a nested
Python container of arrays that can be flattened to and rebuilt from a list of arrays, by defining
methods that convert traces to and from nested lists of arrays. These conversions are similar to
those used to define the semantics of record types in our formal model: recall that although the
syntax of a record type involves string-valued keys, our semantics maps every record type to a
simpler nested-tuples-of-arrays representation. The Jaxprs we generate operate on such nested
tuples of arrays.

4.2 Vectorization

Programmable Inference. Once a generative function method has been partially evaluated to a
Jaxpr, we can vectorize the method by transforming the Jaxpr. All JAX primitives have built-in
vectorized versions, analogous to the vectorized deterministic primitives in our formalization. We
include special logic to vectorize the sample_p primitive, implementing the behavior of vmap on
sample described in Section 3 (i.e., vectorized independent sampling).

Models / Generative Functions. To vectorize generative functions themselves (rather than just
the inference programs that operate on generative functions), we rely on the commutativity
result from §3 (Corollary 3.4). Generative function objects expose a vmap class method; calling

3log_dens_p is not strictly necessary, as log densities of individual primitive distributions can be implemented in terms
of existing JAX primitives, but adding it makes the Jaxprs easier to read and debug.
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it yields a new generative function object. Its simulate and assess methods are implemented by
applying vectorization to the simulate and assess methods of the original generative function, and
taking the product of the resulting vector of densities. Corollary 3.4 ensures that this is a correct
implementation of these methods for the vmapped version of the original generative function.

Traces. Because traces are Pytree types, when JAX vectorizes a function which returns a trace,
the returned vector of traces is represented as a nested-tuple-of-arrays. When a trace is constructed
using the Pytree interface from the vectorized arrays, it is automatically in struct-of-array repre-
sentation. This process, of identifying the "template" of a Pytree return value, using JAX to perform
a computation, and then zipping arrays into the "template,’ is illustrated in Fig. 16 (struct).

4.3 Stochastic Branching

To support usage of generative functions with stochastic branching, we make use of JAX’s
built-in primitive select_p. Using the types of our formal model, the signature of select_p is
select_p : Ty » T — T — T (where Tg is a batched Boolean). The behavior under evaluation cor-
responds to multiplexing of arrays using the Boolean input array as a selector.” Using select_p, we
implement cond, which accepts two generative functions as inputs (corresponding to the branches
of a conditional) and builds a generative function that branches between them. The branches
are expected to accept the same types of arguments, and return the same type of value. cond can
be invoked with the B[n] selector argument, and a vector of n arguments to the branches. The
generative function interface methods are implemented as follows:

e For simulate, cond calls simulate on each of its branch generative functions. For returned densities,
select_p is applied, using the selector argument. For traces, we reason about named addresses: if
a name is used in both branches, the selector is used to select from the values of each branch.
Otherwise, the selector is used to either pass through the value, or assign NaN (not a number)® to
the address. This means that, unlike our formalism, our implementation supports the use of cond
with branches that have heterogeneous trace types.

o For assess, cond calls assess on each of its branch generative functions. The same behavior as
simulate above is used, for both densities and return values. Some of the computed densities will
be NaN, but they will not be selected by select_p, so the product of selected densities will still be
a number.

The implementations for cond of the other generative function interface methods (Fig. 8) follow the
same strategies. Note that, in the variant described in our formal model (§3.5), the branches share a
homogeneous graded trace type so that the selector can merge their traces component-wise. As
mentioned above, our implementation supports heterogeneous grades by padding with NaN values.
(The examples in this paper, however, do not rely on this generalization.)

4.4 Statically Bounded Loops

Our implementation also allows for a generative analogue of jax.lax.scan for looping generative
functions. We provide a description of this extension in the supplementary material. The methods
of the generative function interface are implemented by applying jax.lax.scan to the callee’s
implementation of the interface methods: the trace is batched by stacking the per-iteration traces,
and densities are accumulated by combining the per-step contributions. The static bound restriction
is important: the scan length N must be known during compilation because JAX requires static
shapes to compile to XLA. Because probabilistic program traces reify the shape of the computation

4JAX does offer an explicit primitive for branching called cond_p, but under vmap, this primitive is automatically converted
to select_p, so our implementation uses select_p directly.
>NaN is a special numeric value often used by numerical computing systems to represent undefined quantities.
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into a recording of the execution, dynamically bounded loops entail traces whose shapes and sizes
depend on runtime control flow — which directly violates JAX’s requirements.

4.5 Execution on GPU

To compile the final Jaxpr to GPU, we first must eliminate our new primitives (sample_p and
log_dens_p) so that the Jaxpr contains only standard (deterministic) JAX primitives. To do so,
we replace sample_p operations with JAX’s pseudorandom number generation primitives. These
primitives operate on explicitly passed (splittable) counter-based random seeds [76]. Our seed
transformation ensures that a random seed is split sufficiently many times for each vectorized call
to use independent randomness for each dimension of its output.

Order of vmap and seed. Note that it is essential that seeding happens after vectorization. Using
JAX’s built-in vmap on JAX programs that are already written to use JAX’s pseudorandom number
generators would lead each vectorized random sampling operation to generate the same random
number in every component of its output vector. By applying vectorization to a program with
an explicit probabilistic primitive (sample_p), and only then introducing random seeds, our imple-
mentation can ensure seeds are appropriately split before they are passed as input to vectorized
sampling operations.

5 Evaluation

We evaluate our language and compiler implementation on benchmarks and case studies designed
to assess the following criteria:

o (Performance) How does the performance of our compiler implementation compare to lead-
ing programmable inference systems? Do our abstractions introduce overhead compared to
handcoded implementations of inference? We survey the performance properties of GenJAX
against open-source PPLs and tensor frameworks on standard modeling and inference tasks, for both
embarrassingly-parallel algorithms (importance sampling) and iterative differentiable algorithms
(Hamiltonian Monte Carlo).

o (Inference Quality) vmap provides a convenient way to express inference problems over high-
dimensional spaces. Does our design provide the means to construct effective inference approxi-
mations for them? We study probabilistic Game of Life inversion on large boards using approximate
inference, and use GenJAX to construct an efficient nested vectorized Gibbs sampler. We study a
probabilistic model of robot localization using simulated LIDAR measurements, and use GenJAX
to iteratively construct sequential Monte Carlo [20, 23] (SMC) algorithms, including an efficient
algorithm using proposals with vectorized locally optimal grid approximations.

5.1 Performance Survey Evaluation

Figure 17 presents a performance survey of our system compared to open-source tensor frameworks
and PPLs across a handful of models and inference algorithms. In the top panel, we examine the
runtime characteristics of our compiler on importance sampling in a Beta-Bernoulli model. The
model infers the bias of a coin from observed flips, using a Beta(1,1) prior and Bernoulli likelihood.
We observe 50 flips, and construct a posterior approximation using importance sampling. The top
panel confirms that all frameworks accurately recover the true posterior distribution. GenJAX
achieves near-identical performance to handcoded JAX (100.1% relative time). The bottom panel of
Figure 17 presents performance results for importance sampling and Hamiltonian Monte Carlo
(HMC) [67] on the polynomial regression problem from §2. Importance sampling exhibits parallel
scaling with the number of particles: vectorized PPLs and tensor frameworks have near constant
scaling while the GPU is not saturated. HMC is run iteratively: here, the scaling is linear in the
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Shallow Embedding Probabilistic JAX program
What users write in Python Probabilistic array program representation
1 # Polynomial curve model which our vmap and seed transformations apply to
2 @gen
3 def polynomial():
4 a = normal(@, 1) @ "a" 1 # Expr of simulate of point
5 b = normal(@, 1) @ "b" 2 lambda %x:f32[]. { let
6 c = normal(@, 1) @ "c" 3 %a: f32[]1 = sample_p(Normal, @, 1)
7 return (a, b, c) 4 %b: f32[] = sample_p(Normal, 0, 1)
8 5 %c: f32[]1 = sample_p(Normal, 0, 1)
9 # Point model with noise 6
10 @gen 7 # Polynomial evaluation
11 def point(x): 8  %l: f32[1 = mul_p(%b, %x) # bxx
12 (a, b, c) = polynomial() @ "curve" 9 %s: f32[1 = mul_p(%x, %X) # x*2

13 y_mean = a + b * x + c * x #*% 2 10 %q: f32[1 = mul_p(%c, %s) # cxx*2

14 y = normal(y_mean, 0.1) @ "obs" 11 %s1: f32[]1 = add_p(%a, %1) # a + bxx

15 return y 12 %ym: f32[]1 = add_p(%s1, %q) # a + bxx + c*x*2
16 13

17 compile(simulate(point))(x) 14 # Observation

15 %y: f32[] = sample_p(Normal, %ym, 0.1)

What our compller does 17 # Density calculations

1 # First, use program tracing. 18 %lp_a: f32[1 = log_dens_p(Normal, %a, @, 1)
2 struct, expr = ( 19 %lp_b: f32[1 = log_dens_p(Normal, %b, @, 1)
3 stage(simulate(point))(x) expr of 20 %lp_c: f32[1 = log_dens_p(Normal, %c, @, 1)
4 ) _— 21 %lp_y: f32[]1 = log_dens_p(Normal, %y, %ym, @.1)
simulate 22 %1p: f32[1 = sum_p(%lp_a, %lp_b, %lp_c, %lp_y)
23
l struct 24 # 6 array return values for holes
. 25 return (%a, %b, %c, %y, %y, %l
(stage) staging captures struct 2% } ( o 3 W)

as a data template in shallow embedding
| seed transformation

# Python structure of trace replaces sampling with PRNG routines
# Has 6 holes for array return values .
struct = ( Pure JAX Operations
{ "curve": {
"a": e, 1 key_a, key_b, key_c, key_y = random.split(key, 4)
"b": e, 2 %a = random.normal(key_a) * 1.0 + 0.0
"c": o 3 %b = random.normal(key_b) * 1.0 + 0.0
}, "obs": e }, 4 %c = random.normal(key_c) * 1.0 + 0.0
# Log density  Return value 5 .
., .,
)
Execution - - - - - - - - - - oo oo
Return value in shallow embedding Trace, transform, and then execute
( Zip using struct
{ "curve": { —
‘a": 0.02, Pure JAX
"b": 1.3, q
"c': 0.64 executes using XLA
3, "obs": 2.3 3, (Parallel Hardware)
# Log density Return value
-0.676, 2.3,
)

Fig. 16. How our compiler works. (Left, top) Users write high-level probabilistic programs in Python. Interfaces
(simulate) use lightweight effect handlers to intercept @ operations during execution. Our compiler uses
program tracing (stage) to transform the implementation into an array program intermediate representation
with probabilistic primitives (right, top), and captures static host-language structure for the return type (left,
middle). (Right, bottom) The seed transformation eliminates probabilistic primitives for explicit pseudorandom
samplers, producing pure JAX operations for hardware execution. The result is executed via XLA, and returned
to our shallow embedding into the host-language structure.
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| ours - 100.4% (0.106 * 0.002ms)
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Relative Performance (% of Handcoded JAX time)

(a) Beta-Bernoulli inference accuracy and timing comparison. Comparing the overhead of
inference approximations constructed via importance sampling using GenJAX’s abstractions
to handcoded JAX programs and NumPyro.
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(b) Polynomial regression survey. Comparing wall clock runtimes for importance sampling
and Hamiltonian Monte Carlo on polynomial regression (§2).

Fig. 17. Performance evaluation across probabilistic programming frameworks. (a) Beta-Bernoulli inference
comparing posterior accuracy and execution time for GenJAX, NumPyro, and handcoded JAX implementations
with 50 observations and 2000 samples, demonstrating importance sampling using GenJAX’s programmable
inference abstractions is competitive with handcoded performance. (b) Scaling analysis across six frameworks
showing GenJAX achieves performance is consistently near handcoded JAX and competitive with other
open-source PPLs, for both importance sampling and Hamiltonian Monte Carlo.
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length of the chain. GenJAX is consistently close to handcoded and optimized JAX, validating that
our abstractions for programmable inference introduce minimal overhead.

5.2 High-Dimensional Vectorized Inference

In this section, we illustrate the usage of GenJAX to develop two more involved applications of
modeling and inference: probabilistic inversion of Conway’s Game of Life [28] (a massive discrete
search problem over cellular automaton dynamics) and 2D robot localization (a subproblem in
simultaneous localization and mapping [24]).

Conway’s Game of Life

Window centered at (i, j)
HOO | [mm] i i i
Omg oog An_y live cell.wn‘h fewer than two live
. oog OO0  neighbors dies
evolving Evolution
Conway’s Game EEE EEE Any live cell with at least 2, but not more than 3,
of Life forward [ [m[m] WOO  live neighbors survives
—— (applied across (i, j)) ]
[m]_[m] OO  Any live cell with more than 3 neighbors dies
HOE [ [m] |

Fig. 18. Deterministic evolution rules for Conway’s Game of Life. In our case study, we add a uniform prior
over board state, and probabilistic Bernoulli noise on top of the deterministic rules to construct a Game of
Life generative function. We can then condition the observed next state, and construct an inference problem
whose solutions correspond to approximate inversions of the Game of Life dynamics.

Previous State Observed State

Inversion via Gibbs One-Step Evolution
66 7

inference

@gen GolL

Final Gibbs state - Next step
32x32 1.5% GPU mmm CPU

Q

N

n 64x64 mm 3.5%

T 128x128 m 8.0x

g 256 X256 —— 12.0x
0 512x512 17.0%
0 5 10 15 20 25 30 35 40

Time per Gibbs sweep (ms)

Fig. 19. Vectorized Gibbs sampling in the Game of Life. Probabilistic Game of Life inversion on the wizard book
cover [2] (1024 X 1024 grid). Top: (1) Previous state (unknown, the target of our inference process); (2) Observed
future state (the target pattern); (3) Vectorized Gibbs chain showing states constructed by inference in a
progression from t = 0 to ¢t = 499; (4) One-step deterministic evolution of final inferred state, reconstruction
accuracy (measured as discrepancy between bits) is around 90%. Bottom: Benchmark timings of single
vectorized Gibbs sweep performance across board sizes, comparing CPU and GPU execution times. GPU
execution timings demonstrate the benefit of parallel hardware acceleration for vectorized inference. Overall:
the runtime takes about 2.8 seconds for 500 iterations on an RTX 4090 GPU, with about 93% reconstruction
accuracy (70,109 bits out of 1,048,576 total bits).

Probabilistic Game of Life Inversion. Game of Life (GoL) inversion is the problem of inverting
the dynamics of Conway’s Game of Life [28]: given a final state, what is a possible previous state
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that evolves to the final state under the rules of the game (Fig. 18)? Brute force discrete search is
computationally intractable, requiring evaluation of 2V*N states, where N is the linear dimension
of a square GoL game board. In this case study, we introduce probabilistic noise into the dynamics
of GoL: from an initial state, we evolve forward using the deterministic rules, but then sample with
Bernoulli noise around the true value of the state of each pixel (i.e., the observed value of a pixel has
a small chance of being opposite the true value). In Fig. 19, we illustrate approximate inversion using
vectorized Gibbs sampling [29]. Because each cell’s value is conditionally independent from non-
neighboring cells’ values, given its eight neighbors, we partition the board’s cells into conditionally
independent groups (given the other groups). Within each group, we can perform parallel Gibbs
updates on all the cells, an example of chromatic Gibbs [31]. The generative function representing
probabilistic GoL dynamics and the vectorized Gibbs algorithm are all written using GenJAX’s
abstractions. The result is a highly efficient probabilistic inversion algorithm which can invert Life
states with up to 90% accuracy in a few seconds.

Robot Localization. In robotics, simultaneous mapping and localization (SLAM) refers to the
problem of constructing a representation of the map of an environment and the position of the robot
within the map based on measurements (often, LIDAR-based measurements). If the map is given,
the problem is called localization (Fig. 20a): a robot maneuvers through a known space, and receives
measurements of distance to the walls. The goal is to construct a probabilistic representation of
where the robot is located. In this case study, we use GenJAX to write a model for robot localization,
with Gaussian drift dynamics and a simulated LIDAR measurement. Given a sequence of LIDAR
measurements over time as observations, we can then constrain the model to produce a posterior
over robot locations. In Fig. 20b, we develop several sequential Monte Carlo algorithms using
GenJAX’s programmable inference abstractions.

o The bootstrap filter [34] is sequential Monte Carlo where the prior (from the model) is used as
the proposal for the latent position of the robot.

e SMC + HMC adds HMC [67] moves to the bootstrap filter. These moves are applied to the
particle collection after resampling.

e SMC + Locally Optimal uses a smart proposal for the latent position of the robot based on
enumerative grids: the logic of the proposal is to enumerate a grid in position space, and evaluate
each position on the grid against the observation likelihood. The maximum likelihood grid point
is selected, and then a proposal for the position is sampled from a normal distribution around
that point.

SMC supports natural vectorization over particles. In our experiments, from the standpoint of
efficiency and accuracy, the best algorithm is locally optimal SMC, which adds another layer of
vectorization within the custom proposal. In the locally optimal grid approximation proposal,
the likelihood grid evaluations can be fully vectorized. Note that the model already features
vectorization: the LIDAR measurement model is vectorized as well. The development of this
algorithm illustrates the power of exposing vmap as an idiom: each of these opportunities for
vectorization (in the model, in the locally optimal proposal, and across the particle collection) are
convenient to program against with vmap, and lead to a highly efficient inference algorithm which
can accurately track the 2D robot’s location within the map in milliseconds.

6 Related Work

Probabilistic Programming. Early probabilistic languages such as Church [32], WebPPL [33], Ven-
ture [60, 61], and Anglican [82] prioritized modeling expressiveness over GPU inference. Domain-
specific probabilistic programming languages with GPU backends include Augur [85], which
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t=11 t=16

® True distances
Noisy observations
® Robot

o

(a) The robot localization problem. Given a fixed map of the area, a robot must localize its location using
simulated LIDAR measurements: rays are cast out from the robot’s location, and a noisy measurements of
the distance to any intersecting object are returned. Given these measurements and the known map, the goal
is to construct a probability distribution over the location of the robot.

Bootstrap filter SMC (N=200) SMC (N=5)
(N=200) + HMC (K=25) + Locally Optimal (L=25)

% M g
3

1 2.4£0.0ms

51.4+2.7ms

13513::2.4ms
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Time (milliseconds)

(b) Comparison between SMC variants. SMC can be customized in various ways: custom proposals and
MCMC moves can be used to improve the accuracy of the algorithm. The best algorithm (SMC + Locally
Optimal) uses a custom proposal which uses vmap to evaluate positions on a grid using the data likelihood,
and then samples from a normal around the most promising grid point. Note that this custom inference
program is faster and more accurate (orange) than naive scale-up of a vectorized bootstrap filter (blue), and
faster and more accurate than a hybrid of SMC with Hamiltonian Monte Carlo rejuvenation (green).

Fig. 20. Robot localization using programmable sequential Monte Carlo. (a) Problem setup showing robot
trajectory through multi-room environment with 8-ray LIDAR sensor model for distance-based localization.
(b) Comparison of three SMC variants: Bootstrap filter, SMC+HMC, and SMC+Locally Optimal, showing
particle approximation evolution and execution time performance.

compiles Bayesian networks to data-parallel code; RootPPL [59], which targets CUDA for phy-
logenetic inference; Birch [65], which supports delayed sampling for particle filters and CUDA
execution; and Stan [14], which restricts models to fixed control flow for HMC.

GenJAX is an embedded probabilistic programming framework, leveraging JAX for differentiable
computation and JIT compilation for good performance on GPUs. In this respect, GenJAX is similar
to Edward/Edward2 [83, 84], PyMC3 [77], Pyro [8], and NumPyro [69], which respectively leverage
TensorFlow, PyTorch, and JAX to execute vectorized inference code on GPUs. Inference families
including Monte Carlo methods (for instance, Hamiltonian Monte Carlo [67]) and variational
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inference methods [9, 46, 48, 71] often feature embarrassingly parallel subroutines, and benefit
from vectorization and GPU acceleration.

Compared to Pyro and NumPyro, GenJAX’s design is aimed at improving expressivity while
retaining vectorization opportunities. GenJAX’s cond construct is an example of this philosophy:
branches to cond are restricted to be valid GenJAX generative functions, which are less expressive
than Pyro’s modeling language. However, cond supports stochastic branching and is fully compatible
with vmap. In contrast, neither NumPyro nor Pyro support a stochastic branching primitive. Instead,
users of these systems emulate stochastic branching manually, by inlining branches into model code,
and using masking operations on distributions. Also, Pyro’s plate construct for model vectorization
is implemented as an effect handler that alters the meaning of array operations. In contrast, by using
an approach based on program transformation, GenJAX allows users to freely nest vectorization of
models and inference algorithms, and use ordinary JAX constructs within models for stochastic
branching. GenJAX also supports vectorized implementations of generative functions [19], and
custom inference programs that interleave automated and hand-optimized implementations of
the generative function interface. The benchmarks in this paper show GenJAX delivers these
capabilities while maintaining competitive performance to NumPyro and introducing low overhead
relative to hand-optimized JAX. The programming model for users of GenJAX is similar to Pyro
and NumPyro: users are required to make use of vmap in their code to benefit from vectorization.
Recent work [55] explores automating vectorization of sequential data-dependent loops without
requiring user annotation using speculative execution, iterative correction, and fixed-point checks:
this work could be integrated into GenJAX via a new type of generative function whose internal
logic uses vmap to implement this vectorization technique.

Data-Parallel and Array Programming. Our work builds directly on JAX [26], which itself builds
on foundational languages for data-parallel array programming. NESL [10] introduced the idea that
nested parallelism can make use of program transformations: flattening converts nested operations
like {sum(a) : a in arrays} into operations on flat vectors, an idea reincarnated into JAX in
the form of JAX’s Pytree interface. APL [43] and J [40] introduced rank polymorphism to array
programming: operations work uniformly across dimensions, which has been translated into axis-
specified reduction primitives in NumPy [37] and JAX. Modern array programming frameworks in
Python (NumPy [37], TensorFlow [1], PyTorch [68], JAX [26]) have brought significant attention
to array programming from data science and artificial intelligence research. JAX’s vmap inherits
NESL’s transformation-based parallelism but focuses on deterministic computation.

Partial Evaluation and Staged Computation. Partial evaluation [27, 44, 45, 62] and multi-stage
programming [80] have played a significant role in the development of techniques for program
tracing, which JAX relies upon to support program transformation and compositional interpreters
as program transformers. GenJAX relies upon JAX’s support for program tracing to extend vmap
to work on probabilistic constructs. Additionally, JAX’s program tracing is used to eliminate the
overhead of GenJAX’s lightweight effect handler implementations of the generative function
interface. Several PPLs have made use of partial evaluation to improve the accuracy or runtime of
inference: Hakaru [66] can partially evaluate a subset of its programs to closed form when possible,
Gen [19] supports trace data structure specialization on the structure of generative functions in its
static modeling language.

Formalization of Sound Bayesian Inference. Vectorization poses interesting questions for sound-

ness: operations which are correct pointwise should preserve measure-theoretic properties when
lifted to operate on arrays. In our formal model and soundness results, we rely on the quasi-Borel
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space framework [39] to construct our denotational semantics. Several works influenced our devel-
opment: Borgstrém et al. [11] establishes lambda-calculus foundations for universal PPLs; Scibior
et al. [78] validates that transformations preserve Bayesian soundness. Our system extends vmap to
work with probabilistic program traces and programmable inference interfaces, and we rely on
several prior semantic developments, including Lew et al. [50], which introduced trace typing for
ensuring proposal-model alignment in programmable inference algorithms, and Lew et al. [54],
which developed a denotational semantics model for programmable inference with traces, using a
graded monad similar to ours to track a trace’s shape. We build on these works by giving a model
for how vectorization interacts with programmable inference features like tracing. Following works
like 7, 42, 52, 54], our formal developments also rely on logical relations arguments to reason about
the correctness of probabilistic program transformations.

7 Conclusion

This work presents GenJAX, a language and compiler for vectorized probabilistic programming
with programmable inference. This system integrates vmap with programmable inference features:
we extend vmap support to generative functions, including support for vectorization using vmap of
probabilistic program traces, stochastic branching, and programmable inference interfaces. Bench-
marks show this approach yields low overhead relative to hand-optimized JAX, and simultaneously
delivers greater expressiveness and competitive performance with other probabilistic programming
systems targeting modern accelerators.

Future Work. We comment on several avenues for future work:

e Vectorized inference diagnostics. By automating the vectorized implementation of nested
models and inference algorithms, GenJAX makes it easy to experiment with parallel implemen-
tations of custom Monte Carlo estimators of a broad range of information-theoretic quantities
derived from probabilistic programs [18, 22, 73, 75], including KL divergence between inference
algorithms and the conditional mutual information among subsets of latent variables. Although
computationally intensive on CPUs, these estimators are comprised of nested, massively parallel
computations, and may become more practical and widespread given suitable automation.

e Spatial or geometric probabilistic programs. We expect that GenJAX’s support for array
programming and programmable probabilistic inference may be well-suited for spatial comput-
ing applications. Domains such as robotics, autonomous navigation, computational imaging,
and scientific simulation increasingly require sophisticated probabilistic reasoning over high-
dimensional spatial data—including LiDAR point clouds, depth images, and other spatial data
types. Probabilistic programming applications in these domains naturally involve computa-
tions that manipulate multi-dimensional arrays. GenJAX’s design is uniquely suited to support
practitioners writing these types of probabilistic programs, and provides useful vectorization
automation and support for compilation to efficient GPU implementations.

Data-Availability Statement

The artifact associated with this paper is available on Zenodo [6]. The source code is available at
https://github.com/probcomp/genjax [63].
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